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Abstract
Interpreting uncertain data can be difficult, particularly if the data presentation is complex. We investigate the efficacy of
different modalities for representing data and how to combine the strengths of each modality to facilitate the communication
of data uncertainty. We implemented two multimodal prototypes to explore the design space of integrating speech, text, and
visualization elements. A preliminary evaluation with 20 participants from academic and industry communities demonstrates
that there exists no one-size-fits-all approach for uncertainty communication strategies; rather, the effectiveness of conveying
uncertain data is intertwined with user preferences and situational context, necessitating a more refined, multimodal strategy
for future interface design. Materials for this paper can be found on OSF.

CCS Concepts
• Human-centered computing → Visualization; Interaction techniques;

1. Introduction

Communicating data uncertainty can be challenging, especially
for audiences with limited statistical expertise [MRH∗05, Hul19].
However, accurately communicating uncertainty is critical for
decision-making, as it could impact risk assessments.

Prior work has explored visual representations for uncertain data
[KKHM16, FWM∗18, PPKH21]. Other modes of communication,
such as text or speech explanations, can mitigate some of these
issues but have limitations. For instance, audiences with limited
graphical literacy more easily interpret text, but text cannot convey
statistical information. [Sch97]. Speech conveys tone not present
in written text, but is ephemeral and poses challenges for convey-
ing complex information [SW95]. Integrating visual, textual, and
speech elements may use one method’s strengths to offset another’s
limitations, facilitating more effective data communication.

Depending on the user’s context, different modes may be used
for decision-making. For example, text-to-speech features can be
useful when the user’s hands are occupied, such as while driving.
However, these passive contexts limit users’ ability to further inter-
act with the data. We implemented two multimodal interface types:
passive, which provided an integrated presentation of information
while minimizing user effort, and active, which emphasized user-
driven interaction and in-depth exploration [EFN12]. We then com-
pleted a preliminary evaluation of the prototypes, focusing on de-
sign implications and future research directions.

2. Related Work

2.1. Representations of Uncertainty

A range of studies have examined the use of uncertainty vi-
sualizations, from surveys [BHJ∗14, PKH21, SLSR08] to spe-
cialized tools [JED∗20] and libraries [Kay23]. This research in-
cludes applications such as weather forecasting [PPKH21] and
public transportation [FWM∗18,KKHM16]. Different kinds of un-
certainty visualizations have been evaluated for decision-making
[PPKH21, FWM∗18, KKHM16].

Text representations of uncertainty often use hedges to signal
uncertainty, such as ‘might’ or ‘possibly’ [Lak73, SVF∗12]. These
hedges can reflect either inherent uncertainty in the data being de-
scribed or the author’s uncertainty about it. Text descriptions can
also convey statistics about uncertain outcomes.

Hedges are also used in speech along with phonetic patterns like
speech rate, pauses, and pitch [SLW73, JP15]. Uncertain speech
often has rising intonation [SC93], slower speech rate [SLW73,
SC93], and more frequent pauses [SLW73]. Some studies find a
higher pitch associated with lower confidence [JP15], while oth-
ers find a lower pitch associated with lower confidence [SLW73].
These acoustic characteristics can also impact how confident or un-
certain a listener deems the speaker [KLSG22].

Building upon this rich body of research, our work further ex-
plores the integration of speech, text, and visualization through the
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Figure 1: Diagram showing multimodal components and possible user interactions with passive and active interfaces.

implementation of multimodal prototypes for both passive and ac-
tive consumption of uncertainty communication.

2.2. Multimodal Techniques for Communicating Information

Existing research has explored how multimodal interaction can
blend various modes of communication, such as visual, auditory,
and haptic cues, to effectively convey information. Bromley and
Setlur [BS23] explored the use of language with visualizations by
employing hedges to describe trends (e.g., “gradual fall”).

Multimodal techniques can be useful for conveying uncertainty
to users who may be blind or have low vision. Sharif et al. [SZW23]
provide empirical findings from semi-structured interviews with 16
screenreader users to identify user preferences in uncertainty vi-
sualizations. Several studies explore how non-speech audio can be
used to represent data, either on its own or in combination with
visualizations [LWS96, LBH∗97, Bea11]. Previous work has also
explored differences between passive and active communication of
data insights. Both variants result in similar levels of comprehen-
sion [RSK∗21]; interactivity can increase user enjoyment [DAV08],
while static visualizations offer a more direct message [MG18].

3. Prototype Implementation

Our work builds upon this research to explore the research ques-
tion, “What are user preferences for multimodal presentations
of uncertain data?” We implemented two prototypes with passive
and active interface behaviors. Design choices were made in con-
sultation with a UX designer at a visual analytics company with
10+ years of experience and one of the co-authors who is an interac-
tive visualization designer with 15+ years of experience. Prototype
design was iterative, with feedback provided on four occasions.

3.1. Decision-making Context

The interfaces studied here were situated in a decision-making con-
text. Users assumed the role of a road maintenance company con-
tracted to treat roads with salt to prevent icing. Users were tasked

with applying salt to the roads when the temperature was at or be-
low 32ºF (0ºC) to prevent ice from forming. They were informed
that salt supplies were limited, so maintenance companies must bal-
ance cost (and supply) with damage prevention. To make this de-
cision, they viewed and listened to a forecast depicting predicted
temperature lows for a given evening.

The appropriateness of a user’s decision to salt the roads depends
on the costs of salting and potential damages; information not pro-
vided in this scenario. The decision context was used to provide
a situation of use for the interface rather than to assess rational-
ity. Prior work examined each mode of information in decision-
making, finding that speech led to higher trust in information, while
text was associated with lower decision confidence [SSCS24]. This
related paper studied uncertainty data in the same decision context
as our work, but differed in research questions and methodology.

3.2. System Components

The interface flow for both prototypes is shown in Figure 1. Each
prototype employs visualizations, text descriptions with hedges,
and speech elements with pauses and rate changes to convey data
uncertainty. The speech forecast is displayed at the top of the page.
A D3 visualization [BOH11] and a text description of uncertainty
are shown below the MP3 player. An event listener in the inter-
face monitors time progression in the speech module, triggering
animated updates in the visualization and text modules. In addi-
tion, the active prototype leverages interaction with the visual and
textual modes, including additional linking between the two.

3.2.1. Data Module

Raw distribution data is integrated into a Node.js [Ope23] appli-
cation using an Express framework, serving the dataset as a static
file. Upon loading the prototype, a random trial is selected from the
dataset. This selection process links the columns of the .csv file to
the unique trial number. Dataset values in the .csv are derived by
selecting 100 points from a normal distribution, such that the re-
sulting distributions may not have been normally distributed. This
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Figure 2: Insights from comparing active and passive interfaces. Different features may be better suited for specific interfaces, while some
user interactions are consistent.

variation provided more ecologically valid distributions, as natural
data tends to not always follow a normal distribution.

Text templates and timings also serve as a static JavaScript file,
including each sentence and the timestamp it occurs in the speech
element. The text-to-speech synthesis engine computes the timing
information while generating speech from the SSML syntax. These
timings are available as static files.

3.2.2. Multimodal Modules

Visualization module. To communicate data uncertainty in visual-
izations, we employ density and 100-quantile dot plots [KKHM16].
Density plots are created using a kernel density estimator to deter-
mine the continuous probability curve from discrete data points.
The quantile dot plot is created using a histogram, with 20 evenly
spaced bins based on the range of the x-axis scale.

Text module. The text descriptions are generated with natural lan-
guage templates containing hedges and summary statistics from the
visualized dataset [SSCS24]. These statistics include the mean of
the distribution, the range of the middle 50% of data, the full range
of the data, and a verbal representation of distribution skew. The
skew value is computed using the skewness function in R [KN22],
then mapped to magnitudes (“slightly” to “significantly”) and a
positive or negative direction. Hedges were included in each sen-
tence to communicate uncertainty (e.g., ‘might,’ ‘could’). A stan-
dard black color is used to render the text, with a gray color
(#757575) applied to hedges to indicate a higher level of uncer-
tainty. Colors employed in the prototypes are compliant with the
WCAG AA guidelines for color contrast [(W319].

Speech module. The text templates are translated into Google
Speech Synthesis Markup Language (SSML) [Goo24] to provide
adjustments in pitch, rate of speech, and pauses for communicating
uncertainty. For hedges in the text, we modify the speech to 65%
of the original rate and lower the pitch by 5%. We apply the same
pitch treatment to numerical values, slowing the speech to 70% and
adding a 0.2 second break before the values.

3.2.3. Interaction Module

In both prototypes, the forecast can be replayed to view and listen to
the information. During the replay, the animated sequence for the

text and visualization also repeats. The active prototype includes
detail-on-demand tooltips and linking between modes, shown in
Figure 1. There are three distinct hover interactions (hedges, nu-
merical values, visualization) that provide dynamic feedback and
detailed insights about the data. A video demonstrating these be-
haviors is included in the supplementary material.

When a user hovers over a hedge in the text description, the
word visually responds by “wobbling” at 3º angles and applying
a 0.5px blur effect Hovering over a numerical value in the text
shows a tooltip featuring an icon array visualizing the likelihood
of the hovered number occurring within the dataset. Simultane-
ously, the corresponding section of the visualization that represents
this number is highlighted and wobbles to draw attention and con-
vey uncertainty. Upon hovering over a mark in the visualization, a
tooltip appears with a text description of the cumulative likelihood
of achieving the corresponding value or lower.

4. Preliminary User Study

Using the passive and active prototypes as a design probe, we con-
ducted a preliminary evaluation to qualitatively assess the overar-
ching idea of combining speech, text, and visualization modes for
communicating data uncertainty information.

4.1. Method

We employed a within-subjects design to elicit subjective user feed-
back for both interfaces. Participants engaged with both proto-
types. Half of the participants viewed the active prototype first; half
viewed the passive. Sessions lasted approximately 45 minutes and
were recorded with the participant’s consent. One author coded the
transcripts in close consultation with a second author.

For each interface, participants viewed the speech-linked anima-
tion, accompanied by the narration and linked text transcript. They
could replay the animation and narration or interact with available
features. They were encouraged to think aloud to share their ob-
servations and reactions to the interface. The facilitator then asked
for specifics about the potential use of the information and possible
changes to the interface. After participants had viewed both inter-
faces, the facilitator asked about their usage of the different modes
and their perception of each interface’s strengths and weaknesses.
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4.2. Participants

The 20 participants (8 female, 12 male) were fluent in English. Half
were graduate students from a nearby university, and half were
professionals employed at a technology enterprise with a variety
of backgrounds (e.g., technical engineering, product management).
Participants were recruited via internal mailing lists and Slack
channels. Graduate students were compensated with a $20 Ama-
zon gift card. Professionals were not compensated due to company
policy prohibiting payment. We refer to participants using [P#].

4.3. Study Findings

Code counts from the interview transcripts can be found in Fig-
ure 2, along with supplementary and recruitment materials. Over-
all, participants used the speech and text modes as supplementary
to the visualization for both interfaces. Interacting with the active
interface was helpful for decision-making and providing further de-
tail on event likelihoods. We observed a slight difference in inter-
action behaviors: passive-first participants replayed the speech ele-
ment more (1.5 times on average) than active-first (0.6 times).

Replay and navigation. Replay frequency and interaction with the
speech element were much higher for the passive interface (17 par-
ticipants) than the active interface (8 participants). When viewing
the passive interface, 12 participants used the speech element to
navigate between animation stages, compared to 6 for the active
interface. Some of the participants felt that there were too many
elements in the interface (13 active, 11 passive).

Trends in interaction. In the active interface, participants could
choose the visualization displayed (dot plot or density plot), switch-
ing an average of 11.5 times. 14 participants preferred the density
plot, citing familiarity with the chart type. Each participant inter-
acted with the density plot an average of 6.9 times, taking an av-
erage of 14.5 seconds (s) per interaction. Similarly, they interacted
with the dot plot an average of 6.6 times with an average of 10.2s
per interaction. The text component had fewer interactions, an av-
erage of 5.2 interactions per participant, but each interaction was
longer, averaging 30.0s.

Decision-making. Participants frequently reported that they used
visualizations in the decision-making process (17 active, 15 pas-
sive). The interactions with the visualizations were particularly use-
ful, with 13 participants reporting that they relied primarily on in-
formation from the visualization tooltips. According to P5, “Some
of the interactions, if not all of them, I feel, were more valuable... I
got to the decision much faster.”

The text tooltips were less useful overall, with 9 participants
finding them redundant and not decision-relevant. Rather than of-
fering the likelihood of going below a given temperature, as in the
visualization tooltips, the text tooltips offered the likelihood of be-
ing at a given temperature. 9 participants found this relatively un-
helpful, as this information did not greatly inform or change their
decisions. However, 9 participants still found the interaction ben-
eficial for overall understanding - “the information from decision-
making perspective doesn’t seem super helpful... but I absolutely
love seeing the vis.” [P10].

5. Discussion and Future Work

The exploration of these two interfaces provided useful insights
for future multimodal system design. The active interface provided
users with a rich set of interactions, and participants often switched
between visualizations, suggesting that providing more than one
way to represent the data visually was useful. However, for both
interfaces, the narrative and animation straddled the line between
distracting and engaging. These varied responses underscore the
challenges in designing clear multimodal data representations.

Benefits of each mode. Participants most often used visualizations
in the decision-making process. Many of the participants also liked
the narration as a source of information - “it’s very useful if you’re
too lazy to read the text... Audio complemented with text is very
powerful” [P14]. Speech also improved comprehension of the data
display; “the audio was helpful to understand the overall instruc-
tions of how to read the view” [P20]. These findings are consistent
with prior results in decision-making with unimodal data represen-
tations for visualization and speech: decision quality was highest
with visualization; trust was highest with speech [SSCS24].

The staged chart composition illustrated how to read the chart,
which was useful for some users: “The animation is quite cool,
and I understand how to read the graph if I don’t know how”
[P14]. However, several participants admitted that the multimodal-
ity was overwhelming. P1 commented, “I couldn’t keep track of all
of that information... there was just too much going on.” Future
work should investigate how to balance multiple modes but not
overwhelm users with too many interface components. Different
speakers, text descriptions, and visualizations could also affect
user experiences and preferences.

Context of use. Participants noted crucial differences between the
potential usage context of the interfaces. The passive interface was
viewed as better suited for a more casual setting - “ I think if it
was not a serious decision... I would actually prefer the [passive]...
I could just see it and then just draw insight from it quickly” [P16],
or may also be better suited for users with less experience in data;
P6 suggested, “That would be something that would probably ap-
peal to a lot of folks who don’t have a desire to go in and be an-
alysts themselves..” The active interface seemed a better fit for an
audience with some expertise in similar types of data interpretation,
particularly those who are “proficient in the tool already” [P12].

Future work should explore multimodality in different settings
and with users of different levels of expertise. While casual users
might appreciate a guided, narrative experience with high-level
insights (the passive interface), expert users may seek detailed,
interactive tools for data exploration (the active interface).

6. Conclusion

This work discusses two interfaces that explore the paradigms of
expressing data uncertainty in both active and passive consump-
tion contexts. Preliminary user feedback illuminated use cases and
challenges when presenting and interpreting multimodal data un-
certainty across these contexts. This research identifies the need for
refined, context-specific multimodal strategies in uncertainty com-
munication, different situational contexts (e.g., for analysis vs. dur-
ing travel), and user groups (e.g., data experts vs. casual users).
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